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Abstract

Annotation of large-scale facial expression datasets in
the real world is a major challenge because of privacy con-
cerns of the individuals due to which traditional supervised
learning approaches won’t scale. Moreover, training mod-
els on large curated datasets often leads to dataset bias
which reduces generalizability for real world use. Fed-
erated learning is a recent paradigm for training models
collaboratively with decentralized private data on user de-
vices. In this paper, we propose a few-shot federated learn-
ing framework which utilizes few samples of labeled private
facial expression data to train local models in each train-
ing round and aggregates all the local model weights in the
central server to get a globally optimal model. In addition,
as the user devices are a large source of unlabeled data, we
design a federated learning based self-supervised method to
disjointly update the feature extractor network on unlabeled
private facial data in order to learn robust and diverse face
representations. Experimental results by testing the glob-
ally trained model on benchmark datasets (FER-2013 and
FERG) show comparable performance with state of the art
centralized approaches. To the best of author’s knowledge,
this is the first work on few-shot federated learning for fa-
cial expression recognition.

1. Introduction
Humans can communicate their emotional states and in-

tentions through facial expressions, which are one of the
most powerful, natural and universal signals [9, 28]. Facial
expression recognition (FER) plays an important role in a
plethora of human-centric computing applications. There
has been significant progress in increasing FER perfor-
mance due to advances in deep learning aided computer vi-
sion and large-scale annotated datasets. However, in real-
life situations, facial expressions of people are influenced
by a variety of personal characteristics such as gender, age,
ethnicity, personality, and expressive styles. Due to these
reasons, FER models trained on large datasets are likely to

Figure 1: FedAffect framework

suffer from dataset bias and would fail to generalize on fa-
cial data from people which the model hasn’t encountered
before [19]. Moreover, it has been seen that performance
of FER hasn’t kept on improving even on merging multi-
ple large-scale datasets [36]. These facts prove that it is
essential to go beyond traditional supervised learning and
utilize facial expression data from varied set of users un-
der different conditions. Due to privacy sensitive nature
of facial expression data, it has become a major bottleneck
for research in FER. Strict data protection laws are being
imposed in order to eliminate the collection of user’s pri-
vate data with consent. Many publicly available face image
datasets have been withdrawn from the internet due to such
non-consent based facial data collection [3]. Recently, fed-
erated learning (FL) has emerged as an effective technique
of training of models on decentralized private data. FL for
FER hasn’t been looked into yet by the research commu-
nity as real world user devices hold mostly unlabeled data
and only few samples of labeled data per device is possi-



ble to acquire on a daily basis. In an attempt to solve the
above challenges, in this paper we propose an FL frame-
work called FedAffect which utilizes a few-shot learning
network for FER from few labeled samples present on user
devices and a self supervised representation learner which
utilizes all unlabeled decentralized facial data available to
learn effective representations of faces from a varied set of
users.

Our overall contributions are summarized as follows,

• We propose FedAffect, a few-shot meta learning based
FL framework which is capable to learn from few la-
beled FER images present on decentralized user de-
vices.

• We design an FL based self supervised representation
learning approach to effectively utilize the large corpus
of unlabeled facial images to train a globally optimal
feature extraction network.

• We evaluate our FedAffect algorithm on benchmark
datasets where it achieves an accuracy of 84.9% on
FER-2013, and 97.3% accuracy on FERG.

2. Related works
In this section we give a brief overview of the relevant

literature in the domains of FER, FL and few-shot learning
for image classification.
Facial expression recognition: FER received a lot of atten-
tion in the past few years due to the advancement of deep
neural network architectures and availability of large anno-
tated datasets [10, 22, 25]. Research on FER can be grouped
into two categories, handcrafted feature based FER and end
to end FER. The widely used handcrafted features include
HOG [8], LBP [24], etc. End to end FER approaches have
been based on large deep learning models. Yang et al.
[34] proposed a FER model to learn expressions using De-
exprssion Residue learning (DeRL) network. They gener-
ated de-expressioned neutral images by training a cGAN.
Hayale et al. [15] exploited deep siamese neural networks
with a supervised loss function for building a FER system
by minimising intra class feature differences and maximis-
ing inter class feature differences. Gera and Balasubrama-
nian [13] presented a method termed CCT for efficiently
training a FER system with noisy crowd-sourced annota-
tions. By co-training three networks, CCT was able to coun-
teract the noisy labels. Vo et al. [30] utilized a pyramid net-
work based super resolution architecture to solve the prob-
lem of varying FER image sizes in the wild which improved
classification performance on benchmarks. Aouayeb et al.
[5] proposed an extension of Vision transformers with a
squeeze and excitation based MLP head and trained it for
FER.
Few-shot learning: Recently, meta learning and few-shot

learning approaches have been proved to be highly effi-
cient when it comes to scarcity of labeled data [32]. Delta-
encoder was designed by Schwartz et al. [23] which uti-
lized a modified autoencoder like architecture in order to
synthesize unseen classes of objects only from a few sam-
ples. Douze et al. [12] leveraged the idea of large scale sim-
ilarity graph construction using a diffusion setup to learn
from few labeled samples. Chu et al. presented Spot and
Learn which utilizes reinforcement learning based positive
and negative sampling policies to determine the favorable
regions in an image and to regularize the learning process
in order to boost performance of few-shot learning. In a
comparative study on few-shot learning for FER [7], it was
seen that the few-shot models achieved comparable perfor-
mance with supervised approaches, but their performance
significantly degrades upon shift in domain of data distribu-
tion. Although, shifting from one FER dataset to the other
showed a negligible drop in performance, thus proving that
few-shot learning for FER can be of significant value when
training in decentralized setups such as FL.
Federated learning: A lot of work has been done recently
on FL in variety of applications due to it’s efficiency in
utilizing private user data for training models on multiple
devices collaboratively [2, 17]. Li et al. [18] proposed
MOON, an FL framework which makes use of similarities
between representations of models to perform contrastive
training at model level. He et al. [16] proposed FedGKT, an
approach for federated training of large CNNs at the edge
and regularly transferring locally learnt knowledge to the
global server’s CNN in order to reduce computation by upto
17 times as reported in the experimental results. Aggarwal
et al. [3] presented FedFace, an FL framework for collabo-
ratively learning to recognize faces from user’s private data.

3. FedAffect framework
In this section, we provide an overview and implemen-

tation details of our FedAffect framework and present it in
four modules.

3.1. Local representation learning

Large amounts of unlabeled face data are stored on user
devices which are not used in the training of FL algorithms
using traditional supervised approaches. Using frozen fea-
ture extractors trained on large datasets such as Imagenet
[11], the features extracted from varying user’s faces won’t
represent much rich information to deal with the complex-
ity of FER. In an attempt to learn effective face representa-
tions in the wild using FL and inspired from SimCLR [6],
we design a self-supervised learning approach to utilize de-
centralized facial data from users to learn robust and scale
invariant features. In a user device, at each communica-
tion round there would be a set of N images. At each local
iteration, a mini-batch of M images is randomly sampled



Figure 2: Few-shot learner network

from the N available images. For each local image x in
the mini-batch, the representation learner creates two differ-
ent views, xi and xj using a stochastic data augmentation
pipeline, thus resulting in 2M samples per minibatch. The
representation learner consists of an encoder network E and
a small projector network P . Vector representations of xi
and xj are extracted by E and passed on to P which maps
them to a latent feature space where the loss function is ap-
plied. The contrastive loss for each pair of the projected
vectors among the other 2(M − 1) pairs in the minibatch
can be calculated as :

l(i, j) = − log
exp(

sim(xi,xj)
τ ))∑2M

k=1 I[k ̸=i] exp(
sim(xi,xj)

τ )
(1)

where sim(.) is the pairwise cosine similarity, τ refers to
the temperature parameter. The net loss over a minibatch
is calculated by taking the sum over all augmented pairs
of images in that minibatch. This loss has been used in
multiple previous works [6, 21, 26, 33]. We use a Resnet-
50V2 backbone without pre-trained weights to design the
encoder network E.

3.2. Few-shot classification

In a realistic scenario, only a few samples of labeled
data per user device can be possible to acquire in each FL
round. Thus, standard supervised classifiers would take a

large number FL rounds in order to converge, and consider-
ing the fact that there may also be large time intervals be-
tween rounds due to non-availability of labeled data, such
an approach becomes highly infeasible. In order to tackle
the above mentioned challenges, we employ a meta learn-
ing strategy inspired from Relation networks [27] for robust
few-shot learning. During each local FL round, the avail-
able labeled data is sampled in the form of support sets and
query sets in a KC : 1 ratio where C represents the number
of classes and K refers to number of samples per class in
support set. As illustrated in Figure 2, the overall architec-
ture of the few-shot learning network consists of the local
representation learner fψ which is used as the embedding
module for feature extraction, along with a relation mod-
ule gϕ. When K = 1, C samples from the support set
and one from the query set are passed as input to the rep-
resentation learner model which produces C feature maps
which are depth-wise concatenated. In the case of K > 1,
feature map of each class in the support set is formed by
taking the element-wise sum over outputs of local represen-
tation learner fψ . The extracted feature maps are passed
on through the relation module gϕ which produces a scalar
termed relation score Yi,j ∈ [0, 1] representing the similar-
ity between the support set and query image. We consider
the mean squared error (MSE) loss to train our few-shot
learning network by regressing the obtained relation score



Yi,j to the ground truth as in equation 2.

Lrelation = arg min

nq∑
i=1

ns∑
j=1

(Yi,j − 1(yi == yj)) (2)

3.3. Global learning

As seen in Figure 1, the central server has two global
models. One is the representation learner which gets trans-
mitted to multiple user devices periodically in order to uti-
lize their private unlabeled facial data and perform each lo-
cal representation learning round. The other model is the
few-shot learner which is transmitted to only those devices
which have atleast C number of labeled samples in order
to perform a one shot learning round. Both the models are
trained disjointly, and the global few-shot learner’s embed-
ding module fψ get’s updated each time the representation
learner get’s updated globally. For global aggregation, we
consider the standard FedAvg algorithm [20]. The complete
procedure of the proposed FedAffect framework is shown in
algorithm 1.

4. Experiments
In this section, we discuss about the implementation de-

tails and experiments performed in order to evaluate our
proposed FedAffect framework.

4.1. Dataset descriptions

FER-2013: FER-2013 is a large collection of images
for FER which were obtained automatically using Google
image search API. The dataset is available with images of
size 48 × 48 pixels categorized into 7 FER labels. It con-
sists of 28,709 training, 3589 validation and 3589 test im-
ages.

FERG: FERG[4] is a large dataset of stylised characters
with face expressions that have been annotated. There are
55,767 annotated face pictures of six stylised characters in
the collection. A software called MAYA was used to create
the characters. Each character’s pictures are divided into
seven different sorts of expressions.

4.2. Evaluation

In order to evaluate the local representation learning
method, we split the available datasets into training and test-
ing. We use all the images from FERG dataset and train
the model on the training set images without utilizing the
labels in both centralized learning and federated learning
settings using the TensorFlow library [1]. For FL, we use
FERG dataset’s six characters data separately as 6 decen-
tralized datasets in order to make the simulation close to
the real world FL setting where each user would have their
own face images in their device. We extract features from
the images using the trained representation learner models

Algorithm 1 FedAffect framework

Input: number of devices N ,
number of communication rounds T ,
number of representation learner epochs E1,
number of classes C,
learning rate η

Output: Globally trained model weights wtf and wtg
Server executes:

1: Initialize w0
f , w0

g

2: Fetch data availability information
3: for t = 0, 1, ..., T − 1 do
4: for i = 1, 2, ..., N in parallel do
5: if Number of labeled data samples at i > C then
6: Send w0

f , w0
g to i

7: (wtf )i, (w
t
g)i←− LocalFewShot(i, wtf , wtg)

8: end if
9: if i has unlabeled data then

10: (wtf )i ←− LocalReprLearn(i, wtf )
11: end if
12: end for
13: wt+1

f ←−
∑N
k=1

Di

D (wtf )K

14: wt+1
g ←−

∑N
k=1

Di

D (wtg)K
15: end for
16: return wtf , wtg

LocalReprLearn(i, wtf ):
17: Initialize projection network p
18: Initialize encoder network f based on wtf
19: Set batch size B
20: for sampled minibatch xk from k = 1 to B do
21: for all k ∈ (1, ..., B) do
22: select two augmentation functions t T , t T ′

23: get first projection z2k−1 = p(f(t(xk)))
24: get second projection z2k = p(f(t′(xk)))
25: end for
26: l(i, j) = − log

exp(
sim(xi,xj)

τ ))∑2M
k=1 I[k ̸=i] exp(

sim(xi,xj)

τ )

27: L = 1
2B

∑B
1 [l(2k − 1, 2k) + l(2k, 2k − 1)]

28: Update networks f and g to minimize L
29: end for
30: return updated weights of encoder, wtf

LocalFewShot(i, wtf , wtg):
31: Initialize embedding module f based on wtf
32: Initialize relation module f based on wtg
33: Sample support set S and query Q
34: Train f and g jointly to minimize Lrelation from equa-

tion 2
35: return (wtf )i, (w

t
g)i

and implement t-SNE [29] to visualize the projections of
the extracted features to interpret our approach. As seen in
Figure 4, the same model trained with centralized learning



Figure 3: Confusion matrices upon evaluation on FER-2013 and FERG datasets

clearly overfits the data points while the one trained with FL
shows separable and distinct features between classes which
would be extremely beneficial for boosting the performance
of FER. In order to evaluate the few-shot learning network,
we divide the FERG dataset in the same way as done dur-
ing t-SNE visualization discussed above. We consider only
5 of the 6 users for training as we keep aside an unseen
user for testing the global model. In every communication

round of the FL simulation, for each of the five users a set of
KC + 1 images are randomly sampled from the number of
available labeled images in their local datasets. For simplic-
ity, we consider only one-shot learning per episode (K = 1)
and in case of FERG dataset, C = 7. Hence, we sample 8
images in every training step and use an image from the
class which has more than one support sample as the query
image. Our representation learner pre-trained on unlabeled



Figure 4: t-SNE visualization of extracted features from
FERG dataset

samples acts as the embedding module fψ . The features ex-
tracted from the 7 support samples are concatenated with
the features extracted from the query sample and passed on
to the relation module to get the relation score gϕ. After
training the models by simulating algorithm 1, we use the
unseen user’s dataset for testing the global model. In table
1, we compare FedAffect’s performance with previous state
of the art approaches on FERG dataset as well as with our
model trained in centralized manner as a baseline. It can be
observed that FedAffect achieves a better performance than
all of the other approaches including our centralized base-
line. This is the result of the efficient personalized feature
extraction by the representation learner in the FL setup as
demonstrated in the t-SNE plot earlier in Figure 4.

Method Overall accuracy
Multi-feature ensemble [37] 97%
DeepExpr [4] 89.02%
Centralized (ours) 89.7%
FedAffect (proposed) 97.3%

Table 1: Performance comparison on FERG dataset

For cross-dataset evaluation, we take the FER-2013 dataset
and split it into five decentralized datasets and train the
model using the same FL setup as for the FERG dataset. In
table 2, we compare FedAffect with it’s centralized coun-
terpart as well as previous state of the art approaches on
FER-2013. The globally trained model outperforms and all
previous benchmarks except [31] and our centralized base-
line. This is due to the in-the-wild nature of face images
present in the dataset which has occlusions and even some
non-facial images. Moreover, as person-wise images were
not available in FER-2013, each decentralized dataset cre-
ated had random set of faces rather than a particular per-
son’s face which would generally be seen in a real life user

Method Overall accuracy
CNN [35] 65.97%
Ensemble ResMaskingNet [14] 76.8%
RAN-VGG16 [31] 89.16%
Centralized (ours) 87.51%
FedAffect (proposed) 84.9%

Table 2: Performance comparison on FER-2013 dataset

device and thus this lack of personalization leads to less
utility of our FL framework. The confusion matrices in
Figure 3 validate the generalization capability of FedAffect
on unseen test samples in order to accurately recognize fa-
cial emotions with a negligible amount of misclassification
among different classes.

5. Conclusion and future work
In this paper, we tackle the problem of training facial

expression recognition directly from decentralized privacy-
sensitive data available on user devices. We propose FedAf-
fect, a novel federated learning framework which collabo-
ratively trains two disjoint neural networks, one for self-
supervised representation learning from large scale unla-
beled facial images and another for utilizing the represen-
tation learner as feature extractor and predicting probabil-
ity scores in a few-shot learning setting on the extracted
features for robust facial expression recognition. We eval-
uate our approach on two standard benchmark datasets
namely FER-2013 and FERG. The proposed framework is
able to outperform several state of the art centralized learn-
ing models without any facial image leaving the user de-
vices. In the future, we aim to extend this work to a Non-
IID FL setup and also to be able to extract faces from
in-the-wild images automatically in an end to end man-
ner.
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